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Abstract. Interpretation of the neural networks architectures for
decoding the signals of the brain usually reduced to the analysis of spa-
tial and temporal weights. We propose a theoretically justified method
of their interpretation within the simple architecture based on a priori
knowledge of the subject area. This architecture is comparable in decod-
ing quality to the winner of the BCI IV competition and allows for auto-
matic engineering of physiologically meaningful features. To demonstrate
the operation of the algorithm, we performed Monte Carlo simulations
and received a significant improvement in the restoration of patterns
for different noise levels and also investigated the relation between the
decoding quality and patterns reconstruction fidelity.
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1 Introduction

A step towards improving the performance of neurointerfaces is the use of
advanced machine learning methods - Deep Neural Networks (DNN). DNNs
learn a complete signal processing pipeline and do not require hand-crafted fea-
tures. Interpretation of DNN solution plays a crucial role to 1) identify optimal
spectral and temproral patterns that appear pivotal in providing the decoding
quality (knowledge discovery) 2) ensure that the decoding relies on the neural
activity and not on the unrelated physiological or external artefacts.

Recently, a range of compact neural architectures has been suggested for
EEG, ECoG and MEG data analysis: EEGNet [4], DeepConvNet [10], VAR-
CNN and LF-CNN [11]. The weights of these architectures are readily inter-
pretable using the standard linear estimation theoretic approaches [3]. However,
a special attention is needed to make the correct weights interpretation in the
architectures with simultaneously adaptable temporal and spatial weights.
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2 Generating Data Model

The data generative model is illustrated in Fig. 1. Neural populations G1 − GI ,
which are responsible for movement, generate activity e(t) = [e1(t), . . . , eI(t)]T
that is further translated into a trajectory of movements with some non-linear
transform H, i.e. z(t) = H(e(t)). We assume that there are populations A1 −AJ

with unrelated movement activity. Its activity is mixed into the sensors as well.
At each time step t, we observe K-dimensional x(t) vector of sensor signals
instead of the intensity of firing e(t) of individual populations. Vector x(t) is
traditionally modelled as a linear mixture with A and G matrices, reflecting
local field potentials f(t) and s(t) formed around both populations:

x(t) = Af(t) +Gs(t) =
J∑

j=1

ajfj(t) +
I∑

i=1

gisi(t) (1)

The local field potentials (LFPs) result from the nearby populations’ activ-
ity and their characteristic frequency is typically related to the size [1] of each
population. The firing intensity of the proximal neuronal population is approx-
imated by the envelope of LPF. To counter the volume conduction effect, we
will seek to obtain the estimates of LFPs as ŝ(t) = WTX(t) and columns of
W = [w1, . . . ,wM ] are referred to as spatial filters.

Fig. 1. Phenomenological model

Our regression task is to decode the kinematics z(t) from simultaneously
recorded neural populations activity x(t). Generally, we do not have any true
knowledge on G and other parameters of the forward mapping and transform H,
therefore we need to parameterize and learn the entire mapping z(t) = F(x(t)).

3 Network Architecture

Figure 2 demonstrates our adaptable and compact CNN architecture based on
the idea of (1). It consists of spatial filtering, adaptive envelope extractor, and a
fully-connected layer. Spatial filtering is done via a pointwise convolution layer
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Fig. 2. Proposed compact DNN

used to unmix the sources. Adaptive envelope extractor is in a form of two depth-
wise convolutions for bandpass and lowpass filtering, used with non-trainable
batch normalization (for explicit power extraction) and absolute value nonlin-
earity in-between. The fully-connected layer is used in order to model envelope
to kinematics z(t) transformation with H as a function of lagged envelopes of
layers signals extracted previously. This architecture is implemented using the
standard DNN layers. In principle, the temporal filtering layers can be replaced
by a sinc-layer [8].

4 Spatial and Temporal Weights Interpretation

Assume that the data are processed in chunks of size N equal to the length of the
temporal convolutional layer weights hm X(t) = [x(t),x(t− 1), . . .x(t−N +1)].
Since the set of envelopes maps isomorphically onto a set of analytic signals [2],
perhaps with the accuracy to a sign, the task of tuning the weights of the first
three layers of our architecture to predict envelopes em(t) can be replaced with
a regression problem of learning and correcting spatial and temporal weights
to get the analytic signal bm(t) giving rise to the envelope. Assume that the
temporal weights are fixed to their optimum value h∗

m, then the optimal spatial
filter weights can be obtained as:

w∗
m = argminwm{‖ bm(n) − wT

mX(t)h∗
m ‖22} (2)

and therefore assuming statistical independence of the rhythmic LFPs {sm(t)},
m = 1, . . . ,M the spatial pattern of the underlying neuronal population is [3]

gm = E{Y(t)YT (t)}w∗
m = RY

mw∗
m, (3)

where Y(t) = X(t)hm is a temporally filtered chunk of multichannel data and
RY

m = E{Y(t)YT (t)} is a branch-specificK×K covariance matrix of temporally
filtered data, assuming that xk(t), k = 1, ...,K are zero-mean processes.

Symmetrically we can write an expression for the temporal weights interpre-
tation as

qm = E{V(t)VT (t)}h∗
m = RV

mh∗
m, (4)

where V(t) = XT (t)w∗
m is a piece of spatially filtered data and RV

m =
E{V(t)VT (t)} is a branch specific N × N covariance matrix of spatially fil-
tered data, assuming that xk(t), k = 1, ...,K are all zero-mean processes. To
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make sense out of the temporal pattern we explore it in the frequency domain,
i.e. Qm[f ] =

∑k=N−1
k=0 qm[k]e−j2πfk, where qm[k] if the k-th element of qm.

Importantly, as it is the case with spatial pattern, that the obtained vectors
gm can be usually used to fit dipolar models [6] and locate the corresponding
source [3], the temporal patterns hm found according to (4) can be used to fit
dynamical models such as those, for example, implemented in [7].

Fig. 3. Monte Carlo simulations. Point coordinates reflect the achieved at each Monte
Carlo trial envelope decoding accuracy (x-axis) and correlation coefficient with the
true pattern (y-axis). Each point of a specific color corresponds to a single Monte
Carlo trial and codes for a method used to compute patterns. Weights direct weights
interpretation. Patterns naive Spatial patterns interpretation without taking branch
specific temporal filters into account, Patterns - the proposed method

Table 1. Correlation between true and predicted kinematics of the winning solution
for BCI competition IV dataset (Winner) and proposed architecture (NET)

Subject 1—2—3 Thumb Index Middle Ring Little

Winner .58—.51—.69 .71—.37—.46 .14—.24—.58 .53—.47—.58 .29—.35—.63

NET .54—.50—.71 .70—.36—.48 .20—.22—.50 .58—.40—.52 .25—.23—.61

5 Comparative Decoding Accuracy

In the context of the electrophysiological data processing, the main benefit of
deep learning solutions is their end-to-end learning method which does not
require task-specific features preparation [9]. To make sure that our implemen-
tation of a simple CNN is capable of learning the needed mapping, we applied
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it to the collected by Kubanek et al. publicly available data from the BCI Com-
petition IV and compared its performance to that of the winning solution [5].

The results of both algorithms are listed in Table 1. Our simple neural net-
work has comparable decoding quality as the linear model [5] but does not require
upfront feature engineering but rather learns the features itself.

6 Monte-Carlo Simulations

We followed the setting described in Fig. 1 to generate the data. We simulated
I = 4 sources related to the task with rhythmic LFPs si(t), occupying the
different ranges: 170–220 Hz, 120–170 Hz, 80–120 Hz and 30–80 Hz bands. The
target kinematics z(t) was simulated as a linear combination of 4 envelopes of
rhythmic LFPs with a vector of random coefficients. We used J = 40 unrelated
to the task rhythmic LFP sources in the bands of 180–210 Hz, 130–160 Hz,
90–110 Hz and 40–70 Hz. Each band contained ten sources. Matrices G and
A which model the volume conduction effects at each Monte Carlo trial were
randomly generated according to N (0, 1) distribution. We created 20min worth
of data sampled 1000Hz.

For neural network training we use Adam optimiser. We made about 15k
steps. At 5k and 10k step we halved the learning rate to get more accurate
patterns. In total, we have performed more then 3k simulations.

We performed Monte-Carlo study with different spatial configuration of
sources at each trial. For each realisation of the generated data we have trained
the DNN to predict the kinematic variable z(t) and then computed the patterns
of sources the individual branches of our architecture got “connected” to as a
result of training.

Figure 3 shows that only the spatial Patterns interpreted using branch-
specific temporal filters match well the simulated topographies of the true under-
lying sources. Moreover Patterns naive and Weights correlation decreasing with
noise raises, while Patterns is almost perfectly recover true patterns for all noise
level settings.

The spectral patterns recovered using the proposed approach also appear to
match well with the true spectral profiles of the underlying sources, while directly
considering the Fourier coefficients of the temporal convolution layer weights
results into erroneous spectral profiles. Using the proper spectral patterns of the
underlying neuronal population it is now possible to fit biologically plausible
models, e.g. [7], and recover true neurophysiological mechanisms underlying the
decoded process.

7 Conclusion

We proposed a theoretically justified method for the interpretation of spatial
and temporal weights of the CNN architecture composed of simple envelope
extractors. This result extends already existing approaches [3] to weights inter-
pretation. With Monte-Carlo simulations we were able to demonstrate that the
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proposed approach accurately recovers both spatial and temporal patterns of
the underlying phenomenological model for a broad range of signal to noise
ratio values.
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